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L'ère du calcul exascale
une opportunité à saisir pour l'astrophysique

MHDiscs
Revealing the dynamics of planet-forming discs



Part I: Exascale supercomputers
1 Exaflop =  1018  floating point operation per second
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Deep Computing Processing
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Towards Exascale Machines
An electrical power issue

• The current average power consumption of a x86 processor (your laptop!) is ~2Gflop/s/W


• an Exaflop machine would need about 500 MW of power=1 french nuclear reactor


• The « socially acceptable » power consumption is 30 MW             reduce the energy footprint by a 
factor 6

=?

Accelerated clusters (GPU-like) are mandatory



Energy efficiency
The green 500 list

• all of the « green » cluster are accelerated 
(Efficiency> 50 GFlops/W)


• The most efficient clusters are not the 
largest (small clusters also benefit from 
acceleration!)

The World Top #6 clusters in energy efficiency (November 2023)
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AdAstra

@CINES

Computing power (PFlops)

FR+NL Exascale  
machine @TGCC 

540M€ (co-funded by 
EuroHPC)

Data Source: GENCI

GPU-based HPC clusters are now the norm 
Installed CPU power slowly declines 

Jean Zay

H100 @ IDRIS

Decomissioning

53% Jean Zay CPU 



Part II: A new frontier for 
numerical modeling
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Communauté des codes 

 

Les participants du GT-SDU ont fourni pour chacun des codes possédant une fiche détaillée, la taille de la communauté de 
leur code. Ici, nous considérons la communauté des développeurs et des utilisateurs. Une analyse plus détaillée peut être 
faite en parcourant les fiches détaillées des codes, fiches accessibles à tous les participants de ce GT. 

On note que tous les codes affichent une dimension nationale (sans doute illustration de la forte structuration de la 
communauté française en sciences de l’univers) et que la majorité des codes recensés à une dimension européenne ou 
internationale. 

Pour les codes ne figurant pas sur ce graphique, cela signifie uniquement que l’information n’a pas été renseignée.  
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https://hal.science/hal-03736805



Exascale applications

Machine learning HPC High throughput 
computing Complex workflow

Physics driven 

- Code emulation


- Multi-scale modeling


- Empirical models from 
simulation data


Data driven: 

- Analyse (classification)


- Data assimilation


- Uncertainity quantification

- Simulation of complex 
phenomenon, multi-
physics models


- High spatial resolution, 
multi-scale exploration 
(zoom)


- Uncertainities (ensemble 
simulation)


- Energy profiling, low 
energy footprint simulation

- Operational processing 
chain


- Real time data processing 
(e.g. satellite data)

- Scalable processing chain, 
HPC/HPDA coupling


- Task graph parallelism



Some astrophysical applications

Disc formation & evolution in YSOs [Mauxion+2024]

Multi-scale physics

Reconnection sheets in black 
hole magnetospheres


[El Mellah+ 2023]

Simon Daley-Yates et al.: Diabatic convection in hot rocky exoplanet atmospheres

Fig. 9. Temperature and potential temperature profiles illustrating the deviation from the adiabatic behaviour. Left: Vertical temperature-gradient
profiles comparing the adiabatic (solid line) to the diabatic (dashed line), corresponding to the dotted and solid curves, respectively, in the left hand
plot. The colouring indicates a separate simulation, each with a di↵erent initial deep-atmosphere temperature. Each of these profiles correspond
to a data point on the curves in the left hand plot. The central temperatures show the largest deviation from the adiabatic profile. Right: Vertical
profiles of potential temperature for both the initial and final conditions of the T0 = 2522 K simulation. The impact of the mean-molecular-weight
gradient is to homogenise entropy
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Fig. 10. Rendering of the density of the high resolution simulation’s entire computational volume. Units are in cgs. Both large- and small-scale
features are evident, including Rayleigh-Taylor-like and Kelvin-Helmholtz-like instabilities. Despite the high degree of mixing via these turbulent
processes, the large-scale vertical density gradient is still apparent and the convective motion is persistent.
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5.1. Overview of evolution 101

the gas and BZ , while the power-law indicates a near-ideal MHD regime due to the gas being
less dense. A slight bump is observed at the transition radius and can be explained as follows:
in the pseudo-disc region, BZ is dragged inward by infalling material. Reaching the non-ideal
region, most of this field cannot be conveyed any further and piles up.

Finally, I recall that the plasma parameter is defined as �P = Pth/Pmag, where P is
the thermal pressure and Pmag = B2/8⇡ is the magnetic one. Thus, �P � 1 indicates a
thermally-dominated gas, while �P ⌧ 1 indicates a magnetically-dominated one.

At 5 kyr for R . 10 au, it follows a steep power-law starting from a high �P ⇡ 105.
Further out, the profile is slowly decreasing to �P ⇡ 1 and stays close to this limit value
between the two regimes. Hence, there is a correlation between the high surface density,
rotationally supported gas, and the thermally-dominated region.

As time goes on, the steep power law becomes shallower while the transition radius
increases up to 200 au. The innermost region is even more thermally-dominated, reaching
�P ⇡ 109. The outer region becomes magnetically-dominated, with �P ⇡ 10�1. We note that
for any snapshot, the limit value �P ⇡ 1 is located near the transition radius in the three other
profiles. This is consistent with the limit proposed by Mignon-Risse et al. (2021) and Tu
et al. (2023) to disentangle accreting structures such as the disc or accretion streamers from
the ambient infalling envelope. I come back to that in Sect. 5.3.

5.1.4 Dynamics, size and mass distribution

Figure 5.8: Gas surface density in the equatorial plane. From left to right: three char-
acteristic snapshots illustrating the successive behaviours of the disc at 5, 30, and 70 kyr
respectively.

I investigate the disc morphology in Fig. 5.8, showing the midplane gas particle density
at 5, 30, and 70 kyr. It covers the successive dynamical behaviours of the disc throughout
the secular integration. First, I observe a small, unstable disc driven by spiral density waves.
Second, the disc smoothes out and expands, except for one large, streamer-like spiral arm.
Finally, the expansion stops and the outer regions of the disc trigger new spirals, which
propagate to the inner radii.

In the middle panel, the disc exhibits a slightly eccentric morphology. I caution that
this may be a result of the white noise addition. Indeed, because of the nature of the added
perturbation, all non-axisymmetric modes are triggered at once when t = 0. In particular,
this can introduce some eccentricity in the disc (Li et al., 2021). Another possible explanation
comes from the fact that, while I ensure angular momentum conservation, there might be a
residual non-zero total linear momentum. This may introduce an indirect gravitational term
which must be zero to fit my fixed point mass assumption (see Sect. 3.2.3). To compensate,
the system can become eccentric. That being said, Michael and Durisen (2010) discussed the

Secular evolution of 
astrophysical objects

Simulation & Machine learning 
convergenceHiegel, J., et al.: A&A 679, A125 (2023)

Fig. 7. Example of prediction done by the CNN trained from images at zobs = 11 and for ⇣30 model. The left panel shows the 21 cm signal �Tb at
this redshift. The middle panel is the ground truth of the treion field. The right panel is the CNN prediction for treion obtained from �Tb (left panel).

transition between a global negative temperature brightness and
a positive one in our model as the long range influence of X-rays
on the gas becomes e↵ective. At this zobs the 21 cm map con-
tains small HII regions with no signal, easily interpretable for
the CNN as the places where the first seeds of reionisation are
found. Then there are regions that are hotter than average (shown
in red) that will reionise sooner, and blue regions that are colder
than average that will be the last regions to reionise. This zobs
thus contains information of the sequence of radiation propa-
gation that seem to be more easily extracted compared to other
observation redshifts.

3.2. Reionisation time prediction

Beyond the CNN internal metrics, the immediate result is the
predicted map itself, as shown in Fig. 7. This zobs = 11 map
is one of the best reconstructions (R2 = 0.84) we could create
for the ⇣30 model. The predicted map on the right seems quite
close to the ground truth, but smoother. We note that the best
predicted maps for ⇣30 and the best predicted maps for ⇣55 (not
shown here) present a similar qualitative behaviour.

With the true map of treion(r) and its prediction, we can count
the number of pixels with values larger than a given reionisation
time to obtain QHI(t) on the sky (see Fig. 4). For zobs = 11, both
TRUE and PRED measurements match within the dispersion of
true values and are consistent with the signal fraction evolution
computed from the actual evolution of the 21 cm signal with z.
This implies that the information obtained across the sky at a
single zobs via the predicted treion(r) is consistent with (or can be
cross-checked against) the evolution along the line of sight.

Figure 8 shows examples of predictions obtained for di↵er-
ent models trained at di↵erent zobs. The first column shows the
mock observations (21 cm maps) at several redshifts, the middle
column shows the predictions obtained with the left panel and the
right column shows the di↵erence between the ground truth and
the predicted treion(r) field. Looking at the two first columns, at low
redshift, the predictions are suboptimal as the inferred field has
been completely smoothed. For zobs � 10, Our CNN becomes able
to capture small-scale features (<10 cMpc h�1), such as extrema.
However, in the right column the CNN seems to have more di�-

culties in predicting the local extrema of reionisation times, even
though their locations are well predicted, especially at low red-
shift (e.g. for zobs = 8: (x, y) ⇡ (120, 125) cMpc h�1). These points
correspond to the seeds of the propagation of fronts, presumably
linked to the first sources of radiation, and seem to be subject to
a smoothing intrinsic to our CNN implementation. Compared to
zobs = 10 or 11, the zobs = 15 prediction appears to be slighty
smoother, although the earliest reionisation times seem to be well
reproduced. Finally, Fig. 9 depicts the normalised histogram of
TRUE-PRED maps. Distributions are centred on zero, with an
assymetry towards negative values: our CNN predictions returns
greater reionisation times than the ground truth (i.e. a delayed
reionisation history). For example, taking zobs = 15 there are more
pixels at True-Pred=�0.4 Gyr (dN/dt > 2e � 4) than for True-
Pred= 0.4 Gyr (dN/dt < 3e � 5). This systematic e↵ect is less
severe for the best CNN predictors trained to process zobs = 8 or
10.5 observations in this figure.

3.3. True versus predicted histograms and fitting fraction

One of the most standard tests is the true versus predicted (TvP),
where all the predicted pixels are compared one by one to their
true value given by the simulation. Figure 10 shows the TvP
corresponding to all the maps in the test set using the zobs =
11 CNN. Most values follow the perfect correlation for typical
treion(r) values (0.4–1 Gyr), while extreme values (<0.4 Gyr and
>1 Gyr) are not as well recovered by the CNN (mean value up
to +0.25 and down to �0.15 respectively). This is not surpris-
ing, given the predicted maps on Fig. 7. The extreme values of
treion(r) coincide with small-scale features that are smoothed out,
where the first sources with lowest treion are found. These val-
ues are also rare (4.2% of the total number of pixels), explaining
why the algorithm fails at learning how to recover them.

Figure 11 presents a synthesis of the true versus predicted
maps of all the predictors at di↵erent zobs. The fitting fraction
is a value between 0 and 1, which corresponds to the predicted
pixel’s fraction whose value fits within an arbitrary error calcu-
lated as ✏% of the true pixel’s value. The larger the allowed error
is, the more ‘good’ pixels will be found. It is then clear how
low zobs values (<8) gives less accurate results, especially when
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Reconstruction of the reionisation field through machine learning [Hiegel+2023]

El Mellah, I., et al.: A&A 677, A67 (2023)

Fig. 2. 3D volume rendering of plasma density in the current layer around the BH event horizon (central black sphere). Flux ropes are stretched
in the azimuthal direction and break up into visible overdense plasma filaments flowing outward along the cone-shaped current layer. The black
vertical line is the spin axis of the black hole while the two other coordinate axis in gray are in the equatorial plane. In the right panel (zoomed in),
the red rings above and under the equatorial plane locate the Y-ring. An animated version is available online.

site of vivid magnetic reconnection at the Y-ring but also at tran-
sient X-points forming further away. We introduce the azimuthal
unit vector �̂ and the unit vector l̂ orthogonal to �̂, colinear to
the intersection between the poloidal plane and the current layer,
and pointing away from the BH. Both vectors are represented in
Fig. 1. The geometry and dimensions of the Y-ring are identical
to what had been observed in 2.5D (see Fig. 8 in Paper I): it lies
at ⇠1.8rg above the disk and at a distance of rY,? ⇠ 4rg from the
spin axis (see also Fig. 7). In Fig. 2, we show a 3D volume ren-
dering of the pair plasma density (corrected for spherical dilution
by a factor r2) which peaks in the current layer. The red rings in
the right panel stand for the location of the Y-rings where flux
ropes grow before eventually detaching and flowing away along
the current layer.

In Paper I, we showed that the dimensions and location of
the Y-ring and of the footpoint of the separatrix are function of
the BH spin and independent of the initial conditions. As pre-
dicted by Uzdensky (2005), higher BH spin values give a smaller
Y-ring, closer from the BH, along with a separatrix and its foot-
point closer from the BH. The capacity of magnetic field lines
between the BH and the disk to remain close probably depends
on whether they intersect the outer light surface, which is the
surface beyond which the rotation of a field line with given angu-
lar speed is superluminal (Komissarov 2004). Consequently, we
think that the values we obtained are fairly independent of disk
properties such as its resistivity or the radial distribution of
the poloidal magnetic field. The former would yield a progres-
sive drifting of the footpoint away from the BH but on longer
timescales than those we explore. The latter would change the
magnetic tension but not the location of the outer light surface.
Due to the dependence of the outer light surface on the angular
speed of the individual magnetic field lines, the angular speed
profile ⌦K in the disk might slightly alter the location of the sep-
aratrix’ footpoint and the Y-ring dimensions. For the range of BH
spin values we explored though (a = 0.6 to a = 0.99), we notice
that the corotation radius is always well within the ISCO which
means that for any magnetic field loop, ⌦K is always subdom-
inant compared to the angular speed of the BH event horizon,
!BH.

A major novelty with respect to 2.5D simulations is the
reconnection of the toroidal magnetic component. Both the

poloidal and the toroidal components of the field reverse their
polarity across the layer, but 2.5D simulations can only cap-
ture reconnection in the poloidal plane. They miss the domi-
nant toroidal component. In Fig. 3, the white surface is the locus
of points where the toroidal magnetic field component changes
sign, that is where the radial component of the current spikes.
It approximately locates the current layer. Along it, the ripples
correspond to flux ropes whose combined extension along l̂ and
�̂ is well visible. In addition, we represented in green two fidu-
cial magnetic field lines reconnecting at an X-point in the current
layer (black-circled green dot). The forefront magnetic field lines
threads the event horizon while the background one is anchored
on the disk. The strong twisting of these field lines highlights
the combined role of the poloidal and toroidal components of
the magnetic field: the antiparallel reconnection proceeds along
obliques in the ( l̂, �̂) plane in the cone-shaped current layer.
There is no guide field since the reconnecting layer is not embed-
ded in a background magnetic field transverse to the current
layer with a preferential net polarity. Near the separatrix, as the
quickly rotating magnetic field lines endure di↵erential torques,
they stretch and open up under the action of the tearing insta-
bility with a quasi-periodicity of a few rg/c comparable to what
we had found in 2.5D simulations for a = 0.99. In our 2.5D
simulations, the drift-kink instability (Zenitani & Hoshino 2007;
Barkov & Komissarov 2016) stemmed only from the poloidal
component of the current along l̂ induced by the discontinuity of
the toroidal component of the magnetic field across the current
layer. Here, it is also driven by the toroidal component of the cur-
rent associated to the jump of the l̂-component of the magnetic
field. It further bends the flux ropes and corrugates the current
layer but does not inhibit the tearing instability which eventually
dominates and regulates the formation of flux ropes. Although
the current sheet is broadened, the flux ropes remain confined in
a narrow volume around the mid-plane of the cone-shaped cur-
rent layer (see Fig. 2).

3.2. Current layer and reconnection rate

The sign inversion of the toroidal magnetic field represented in
Fig. 3 provides a surface for the current layer but it does not grant
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Convection in exoplanet 
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Part III: Exploiting exascale 
computer



A not-so-easy move
Share of astrophysics & Geophysics on national clusters

   

 Compte-rendu du Comité d’évaluation GENCI de l’allocation A14 et demandes complémentaires A13 – 05/04/2023 – 11 / 34 

techniques, à cause des données (format, taille, etc.) ou si c’est une question de formation 
à l’architecture de la partition en question. Peut-être poser la question : « Êtes-vous prêts à 
aller dans un autre centre » ? 
 
Action 4. : Modification dans eDARI, lors du dépôt de dossier, modifier la partie sur la 
migration des codes sur d’autres partitions. 
Responsable : GENCI 
Échéance : Prochain Appel 
 
La répartition des heures demandées CPU et GPU par Comité Thématique est présentée 
dans les graphiques ci-dessous : 

                           
Figure 4 : Répartition des heures CPU demandées normalisées par CT pour A15 

 
 

                  
Figure 5 : Répartition des heures GPU demandées normalisées par CT pour A15 
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Astro & geophysics

The share of GPU usage in astro & geophysics is 3 times 
less on GPUs than on CPUs. Our community is not ready! Source: GENCI



Moving towards accelerated machines

10101 010101001010110data

X 4 /2

+ [i-1]

-1
Instructions

result 11000 01011 01011 01011

10101 010101001010110data

X 2Instructions

result 11000 01011 01011 01011

CPU world 
MIMD (multiple instruction multiple data)

GPU world 
SIMD (single instruction multiple data)

Moving to accelerated machines requires a complete rethinking of 
algorithms and memory access patterns



Heard during a high energy astro workshop

« Running on GPUs is simple,  
just add -fxxx when you compile »
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your code will (hopefully) compile


your code will not be faster


your code will probably be less energetically efficient 
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The need for accelerated codes

• Not possible to directly use one’s favorite code 
[Ramses, Pluto, AMR VAC, Flash] on an 
accelerated machine (SIMD!)


• One needs to port codes, or to write them from 
scratch (in both cases, years of development)


• Diversity: each manufacturer tend to promote its 
own technology  (e.g. CUDA@NVidia, HIP@AMD, 
SYSCL@INTEL…)


• Resilience: failure rate can be as high as 1 
failure/hour on exascale machines. Codes must 
be resilient to node failures.



• Develop three French MHD codes: Dyablo, Idefix & Shamrock, targeting 
accelerated machines based on modern C++ 
• Why 3? Reproducibility (different algorithms), Robustness, testbed of 

different technological choices

• Avoid the unmaintainable “one code to rule them all”


• Builds up on existing prototypes from CEA and CNRS 
• Minimize risk (prototypes have already been validated against standard 

test suites)

• Maximize scientific impact (shorter development to get scientific 

applications out)

• Simulation data sharing with the community though Galactica 

• Databases disseminated across local meso-centers (Tier 2)

• Simplify the re-usability of published simulation data


• FAIR principle (Findability, Accessibility, Interoperability, and Reuse). 
• Codes publicly released under Open Source licenses

MHD@EXASCALE
Fast & e cient simulations for astrophysics

The Galactica web server

http://www.galactica-simulations.eu




Dyablo

- Block-based adaptative mesh refinement

- Kokkos-based performance portability

- Hydro+particles

Large-scale structure formation

- Stretched curvilinear grids

- Kokkos-based performance portability

- Constrained transport MHD

- In production on national centers

- First science publications are out

Disk winds

- Meshless smoothed particle 
hydrodynamics


- SYSCL-based performance portability

- Hydrodynamics

Planet-disk interaction

The 3 code prototypes

MHD@EXASCALE
Fast & e cient simulations for astrophysics



Idefix
• Idefix is technically a new code (written from scratch), finite-volume Godunov 

algorithm in C++ 17, relying on Kokkos meta-programming objects.

• 1st, 2nd or 3rd order in time (using Runge-Kutta TVD time integrators)

• 1st, 2nd, 3rd, 4th order spatial reconstruction

• Constrained transport for the MHD module


• Inputs, outputs and data structures are very similar to Pluto: simplified setup 
portability


• Strong encapsulation: each physical module/algorithm is a C++ object with its own 
constructor/destructor


• Method paper : Lesur+2023, A&A, 677, A9


• Online documentation: idefix.readthedocs.io


• Code under CECILL license, available on GitHub: 
github.com/idefix-code/idefix

Feature Status
HD & MHD
Multiple Riemann solvers (Lax, HLL, HLLC/D, Roe)
Geometry (cartesian, cylindrical, spherical, polar)
Non-ideal MHD (Ohmic, Ambipolar, Hall)
MPI, MPI+OpenMP, MPI+Cuda, MPI+HIP
Checkpointing & restart
Super time-stepping (RKL scheme: viscosity, 
ambipolar diffusion, Ohmic resistivity)
Orbital advection (FARGO)
Radiative transfer
Dust (particle approach)
Dust (fluid approach) 
Self gravity

(not yet 
public)

https://idefix.readthedocs.io
https://github.com/idefix-code/idefix


Planet-disc-MHD wind interaction

Prescribed ambipolar diffusion 
vertical profile. 

Runge-Kutta-Legendre scheme 
 to accelerate the integration of  

diffusive terms

Locally isothermal model.  
Disc thickness  

Resolution at planet location: 
h/r = 0.05

16 pts/h

Poloidal magnetic 
field threading the 

disc
3D cylindrical grid, 

Idefix code [Lesur+2023], 
static mesh refinement in the 

disc
(NR, Nϕ, Nz) = (640,2048,384)

Rin = 0.3Rp

Rp

Rout = 6Rp

6Rp

Jean Zay GPU (IDRIS), 128x Nvidia V100



Planet-disc-wind interaction in action

circumplanetary  
disc

Planet’s wake 
(spiral shock)

Planet’s gap
RWI-generated 

vortices

[Wafflard-Fernandez & Lesur 2023]

A&A proofs: manuscript no. main

blue andMR in red), they have a similar influence on the accre-
tion, and can be comparable toMsurf if combined. In summary,
MR ' RR,Msurf � Rsurf andMsurf + Rsurf &MR + RR in gen-
eral, except for strong negative gradients in the gas density, for
example near the gaps’ inner edge. Although there is a variabil-
ity in the radial profile of the four torques, the torques per unit of
surface density are relatively constant radially on average. Due
to the importance of theMsurf term, we define the dimensionless
parameter � as in Lesur (2021):

� = �
h
hB�Bzi�

i+
�

h⌃i�⌦2
K

H
=
Msurf

h0v
2
K
h⌃i�
, (23)

which, when positive, gives an idea of the vertical evacuation of
angular momentum from the disk by the magnetic torque at the
disk surface. In practice with this definition, � is positive when
the wind extracts angular momentum from the disk. We note that
for �0 = 104, that is at lower magnetization, assuming that Rsurf
is still negligible, RR is actually the dominant term in the internal
parts of the disk (R < 3, where RR/Msurf  10), whereasMsurf
takes over in the external parts of the disk. It is safe to neglect
Rsurf here as it is proportional to the density, which is small at
the disk surface z = 4H. We also define the ejection e�ciency
dimensionless parameter ⇠ as:

⇠ =
2⇡R2

h
h⇢vzi�

i+
�

Ṁacc
, (24)

which quantifies the fraction of the accreted material that is
ejected. Another important quantity related to the radial trans-
port e�ciency is the ↵⌫ (Shakura & Sunyaev 1973) parameter:

↵⌫ =
hWR�i�
hPi�

= ↵R

⌫ + ↵
M

⌫ . (25)

where ↵R

⌫ and ↵M

⌫ are respectively related to the Reynolds and
Maxwell components of the radial stress. We also define a di-
mensionless parameter ↵dw, similar to the one introduced in
Tabone et al. (2022), and which we can divide in Reynolds (↵R

dw)
and Maxwell (↵M

dw) contributions:

↵dw =
R

h
hWz�i�

i+
�

hPi�
= ↵R

dw + ↵
M

dw. (26)

We note that � ' h0↵M

dw ' h0↵dw, using Eq. 23, hPi� ' h⌃i�c̃s
2

and ↵R

dw ⌧ ↵M

dw.
In Appendix B.2, we address the radial transport e�ciency

and the level of turbulence in the 3D planet-free run 3D-�3, tem-
porally averaged between 50 and 100 orbits. In particular, we
compare ↵⌫ but also the turbulent component of ↵R

⌫ with their
corresponding values in the run 10Me-�3. We show that the total
radial transport of angular momentum is barely a↵ected by the
presence of a low-mass planet, except close to its coorbital re-
gion. We also show that the level of turbulence is similar in both
cases near the coorbital region, but 2 � 3 times lower elsewhere
for the low-mass planet case. This may be due to the presence of
non-axisymmetric spiral features that weaken the turbulence, as
in Ziampras et al. (2022), but is beyond the scope of this study.

Fig. 2: Gas surface density maps for the eight MHD runs, after
200 planet orbits. The four rows show the di↵erent values of the
planet mass. The two columns show the di↵erent values of the
initial �0 parameter. The white circle marks the planet location.

3. Results

3.1. Gap opening

3.1.1. Overview

We consider the opening of a planet gap in a wind-launching
disk. The disk surface density structures after 200 planet orbits
are shown in the cartesian maps of Figure 2, for the di↵erent
planet masses (four rows), and �0 parameters (two columns).
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3D Circulation around a planet
GWF & GL: Planet-disk-wind interaction: the magnetized fate of protoplanets

Fig. 5: Meridional flows around the planet for the run 3Mj-�4, averaged in azimuth and over the last 100 orbits. The background
color represents the logarithm of the poloidal mass flux. The white streamlines and the LIC correspond to the radial and vertical
components of the poloidal mass flux. Dashed black arrows, solid black arrows and dotted black and white arrows show respectively
the planet-driven flows, the upper-layer accretion flows and the wind-driven flows.

ang (2016). Using this metrics, we notice that the gap reaches
its minimum density faster when the magnetization is higher, re-
spectively after 200, 90 and 50 planet orbits for 3Mj-↵0, 3Mj-�4
and 3Mj-�3. This suggests that the accretion tends to counterbal-
ance the depletion of material by the planet, and is all the more
e↵ective as the magnetization is large. Said di↵erently, the gap
reaches more easily a steady state when �0 decreases, indicating
the presence of a stronger torque that balances the planet-related
torque.

Finally, we observe a strong time-variability in the gap den-
sity in magnetized models, with a larger amplitude when the
magnetization increases, which would imply that the accretion
varies in time, with stronger episodes as the magnetization in-
creases (see snapshots in Figure A.1 of Appendix A that illus-
trate such temporal variability).

3.2. Case study: high planet mass and high magnetization
runs

3.2.1. Meridional flows: accretion layers and sonic streamers

We discuss here the behavior of the flow in the vicinity of a
planet in a fixed circular orbit. In the next paragraphs, we fo-
cus on the mass flux instead of the velocity, as mass flux brings
a more precise view of the gas bulk motion. In Figure 5, we
show in background color the magnitude of the poloidal mass
flux h⇢vpi�,t in log scale, averaged azimuthally and temporally
over the last 100 orbits for the run 3Mj-�4. The texture in LIC
(line integral convolution) and the white arrows indicate the di-

rection of the radial (h⇢vRi�,t) and vertical (h⇢vzi�,t) components
of this mass flux. Following the nomenclature in Fung & Chi-
ang (2016), the black arrows help to schematically classify the
di↵erent flows in the (R-z) plane in three categories:

– Planet-driven flows (dashed black arrows) are probably
linked to the planet’s repulsive Lindblad torques.

– Upper layer accretion flows (solid black arrows) are driven
by the accretion of material from the superficial layers of the
outer disk to the planet poles and from the inner gap to the
superficial layers of the inner disk.

– Wind-driven flows (dotted black and white arrows) act to
carry material away from the lower altitudes of the disk.

These flows eventually collide, driving the merged flow upwards
and resulting in a large-scale meridional circulation in the outer
disk (as in Fung & Chiang 2016). We also observe a small-scale
localized meridional circulation close to the planet, with bigger
loops in the inner gap when R 2 [0.9, 1] and |z| 2 [0.0, 0.1] than
in the outer gap when R 2 [1, 1.1] and |z| 2 [0.0, 0.02]. This
asymmetry is due to the two accretion layers in R 2 [1.0, 1.3] and
|z| < 0.1. On the one hand they carry material from the outer disk
onto the poles of the planet, and on the other hand they pinch and
confine the localized outer meridional circulation even closer to
the planet by counteracting the planet-driven flows. If we in-
crease the magnetization, the mass flux is globally increased in
the accretion layers compared to the case �0 = 104. This be-
havior is the result of an enhancedMsurf component (magnetic
torque at the disk’s surface) and to a lesser extent to an enhanced
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Outwards giant planet migration

Wafflard-Fernandez + 2024, in prep



Take away messages
• Future French & European clusters (including 

Exascale machines) will be GPU-based

• Exploiting these accelerated cluster requires 
a full rewrite of existing codes

• Several projects have started to write/port existing codes 
(PEPR Origins, PEPR Numpex). These are short-term 
projects, which don’t address the question of maintenance, 
formation and deployment on future architectures

• IDEFIX is one such Exascale-ready community 
code. Open source, multi-physics, tested on all 
available clusters in France on up to 4000 GPUs


